Towards measuring neuroimage misalignment
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A B S T R A C T

To enhance neuro-navigation, high quality pre-operative images must be registered onto intra-operative configuration of the brain. Therefore evaluation of the degree to which structures may remain misaligned after registration is critically important. We consider two Hausdorff Distance (HD)-based evaluation approaches: the edge-based HD (EBHD) metric and the Robust HD (RHD) metric as well as various commonly used intensity-based similarity metrics such as Mutual Information (MI), Normalised Mutual Information (NMI), Entropy Correlation Coefficient (ECC), Kullback–Leibler Distance (KLD) and Correlation Ratio (CR). We conducted the evaluation by applying known deformations to simple sample images and real cases of brain shift. We conclude that the intensity-based similarity metrics such as MI, NMI, ECC, KLD and CR do not correlate well with actual alignment errors, and hence are not useful for assessing misalignment. On the contrary, the EBHD and the RHD metrics correlated well with actual alignment errors; however, they have been found to underestimate the actual misalignment. We also note that it is beneficial to present HD results as a percentile-HD curve rather than a single number such as the 95-percentile HD. Percentile-HD curves present the full range of alignment errors and also facilitate the comparison of results obtained using different approaches. Furthermore, the qualities that should be possessed by an ideal evaluation metric were highlighted. Future studies could focus on developing such an evaluation metric.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Our overall objective is to bring the well-proven benefits of image-guided neurosurgery for brain tumours to sufferers throughout the world [1]. Rather than using very expensive and often cumbersome intra-operative Magnetic Resonance (MR) scanners, we plan to include realistic computation of brain deformations, based on a fully non-linear biomechanical model, in a system to improve intra-operative visualisation, navigation and monitoring. The system will create an augmented reality visualisation of the configuration of the patient’s brain merged with high resolution pre-operative imaging data, including diffusion tensor imaging (DTI) and functional MR imaging (fMRI), in order to better localise the tumour and critical healthy tissues. We accomplish this by registering high quality pre-operative neuroimages onto the current, intra-operative configuration of the patient’s brain; however, we do not use an intra-operative image as a target [2,3](Fig. 1).

We compute the deformation fields within the entire brain volume and use them to warp high-quality pre-operative MR images so that they correspond to the current, intra-operative configuration, thus compensating for the brain shift [4]. The ability to objectively evaluate the accuracy of such biomechanics-based registration against a gold standard – an intra-operative MRI – is of immense importance for the acceptance of biomechanics-based approaches by medical image analysis community and ultimately the clinicians. Moreover, as it is now recognised that precise localisation of the target is the first principle of modern neurosurgery – the measurement of the accuracy of intra-operative image registration (whether biomechanics-based or purely image analysis-based) is of primary significance [5].

There is no satisfactory gold standard for evaluating the accuracy of non-rigid registration, even though a number of widely used methods have been developed for a simpler task of rigid registration
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of neuroimages [6,7]. The registered pre-operative images are evaluated using intra-operative images as ground truth [8]. Evaluating the accuracy of non-rigid registration is inherently difficult and has attracted a lot of attention in medical image analysis literature [7,9,10]. In particular, inter-subject non-rigid registration accuracy evaluation of brain MR images has been investigated in great detail [10,11]. Unfortunately, the conclusions of these papers are rather sober: even though a number of registration approaches performed well as measured by a variety of image similarity indices, most of these evaluation metrics are unable to measure the misalignment of structures reliably [7]. However, the accuracy of structure alignment is the key requirement for intra-subject, intra-operative neuroimage registration aimed at producing reliable data for neuro-navigation.

Our objective is to generate accurate data for neuro-navigation and therefore the estimation of the extent to which the warped (registered) pre-operative images are misaligned relative to the current, intra-operative configuration of patient’s brain is of great importance to us. We require measures that provide the misalignment (alignment error) estimates in millimetres (mm), for the evaluation results to be of any practical use. It appears, therefore, that we need to focus on approaches allowing comparison of two sets of feature points. One such measure, often used in image analysis, is the Hausdorff Distance (HD) [12].

The choice of the “features” whose locations in images are compared appears as probably the most important practical aspect of application of HD-based approaches. For example, Ferrant et al. used 400 manually selected landmarks, and identified the misalignment (in mm) of the corresponding landmarks before and after registration [13]. A similar approach was used by Clatz et al. [14]. These approaches are labour-intensive and probably unsuitable for large amounts of image data. The practical difficulty of having an expert carry this out reproducibly needs to be highlighted, and therefore replacing that expert landmark selection with an automated process would be beneficial [15].

Another suggested approach is to conduct segmentations of small regions of the brain [10]. These regional segmentations are like landmarks, but instead of points, they are small regions. A lot of effort has been put into obtaining regional segmentations, and the best techniques are competitive with expert segmentations [16–18]. However, the precision of small regions for assessing accuracy may be limited by the region size.

We also applied HD measures to contours of structures (ventricles and tumours) segmented in warped pre-operative and intra-operative images [19,20]. The published results look very convincing, but their validity crucially depends on the accuracy and reproducibility of manual segmentation, which unfortunately is always in doubt.

HD-based approaches that do not rely on manual segmentation or (expert) identification of landmarks require automatic, repeatable identification of corresponding features in compared images. It has been demonstrated that point-sets forming edges or contours of segmented regions, may be used together with HD-based methods to estimate the misalignment of neuroimages [8,20,21]. In this paper we analyse results obtained using two such methods: Edge-based Hausdorff Distance (EBHD) [21] and Robust Hausdorff Distance (RHD) [8] metrics.

We conducted the evaluation by applying known deformations to simple artificial sample images, and MR images of real cases of brain shift. Additionally, we computed other commonly used evaluation metrics such as Mutual Information (MI), Normalised Mutual Information (NMI), Entropy Correlation Coefficient (ECC), Kullback–Leibler Distance (KLD) and Correlation Ratio (CR) to demonstrate that their utility in assessing the quality of registration, and in particular the degree of structure misalignment and accuracy of surgical target localisation, is limited, as was also suggested by Rohlfing [7].

The paper is organised as follows: in Section 2, a brief description of the evaluation metrics used for assessing registration accuracy is provided; in Section 3 we present verification results for simple sample images, and five real craniotomy-induced brain shift cases; and finally, the discussion and conclusions are given in Section 4.

2. Materials and methods

2.1. Medical imaging data

We chose the pre-operative MR images which we previously used to build biomechanical brain models [20]. These five image datasets with brain tumours (cerebral gliomas) were randomly selected from a retrospective database of 859 intracranial tumour cases available at the Harvard Medical School’s clinical affiliate Brigham and Women’s Hospital in Boston [22]. Images were acquired using a 0.5 T open MR system in the neurosurgical suite. The resolution of the images is 0.85 mm × 0.85 mm × 2.5 mm. Consent for the use of the anonymised retrospective image database was obtained in accordance with the Institutional Review Board of the Children’s Hospital (Harvard Medical School’s clinical affiliate) in Boston (whose researchers accessed the database).
2.2. Image registration evaluation metrics

2.2.1. Edge-based Hausdorff Distance evaluation procedure

The choice of the “features” whose locations in images are compared is critically important. It is preferable that this choice be objective and repeatable. For these reasons we use automatically detected Canny edges [23] (Fig. 2).

2.2.1.1. Round-trip distance and consistent pixels. The concepts of round-trip distance and consistent pixels are necessary for defining the EBHD metric and for pre-processing of edges. Let us consider two sets of Canny edges, \( A \) and \( B \), extracted from two images being compared. Each pixel and the corresponding point in space are denoted using the same notation in this paper. For each non-zero pixel \( p \) in the binary image \( A \), we find the nearest non-zero pixel \( q \) in the other image \( B \). If the same procedure is followed from the point \( q \) in image \( B \), we expect to arrive at the starting point \( p \) from image \( A \), if the images are perfectly aligned. However, the images that are being compared are not perfectly aligned in general, and therefore we reach an end point \( r \) which is different from the initial point \( p \). The distance between the initial point and the end point in image \( A \) is defined as the round-trip distance.

The pixels that have a round-trip distance higher than a prescribed threshold are omitted from the evaluation process, as they are less likely to have corresponding pixels in the other image. This threshold is termed as the round-trip consistency threshold criterion, while the pixels that are not omitted are called consistent pixels. Since pixels that have a round-trip distance greater than the threshold criterion get omitted from the evaluation process, it is important to choose an optimal threshold such that the consistency is maximised, while minimising the number of features excluded. The round-trip threshold criterion for computing the EBHD metric was chosen as 1 mm, that is, twice the in-plane resolution of the images being compared. Only the consistent pixels are involved in the computation of directed distance for each edge while computing the EBHD metric.

2.2.1.2. Pre-processing. The skull was excluded from the images prior to the evaluation process by applying a mask based on the outer boundary of the brain that was segmented from the images using in-built functionality of Slicer3D. The edges shorter than 5 mm were deleted from the analysed images as their dimension is inconsequential in comparison to the relevant brain dimension, which is approximately 150 mm. The remaining edges were made consistent with respect to each other by applying the round-trip threshold criterion. The round-trip threshold criterion for pre-processing is selected as 2 mm, that is, 4 times the in-plane resolution of the resampled images. The purpose of this round-trip threshold criterion is to remove features that have no correspondence in the other image. During pre-processing, the choice of a lower (stringent) threshold causes some of the features with correspondence in the other image to be omitted. The threshold during pre-processing is greater (less stringent) than during the EBHD metric computation, because pixels that are not consistent are only ignored during the computation of EBHD metric between the edges, whereas such pixels are removed from the images during pre-processing. Higher (less stringent) threshold during pre-processing enables us to remove inconsistent features while retaining most of those that actually have correspondence. When edges are made consistent with respect to each other using the round-trip threshold, more short edges are generated. The short edges are deleted from the images and the consistency procedure is applied one more time. The remaining edges were found to represent features that better correspond to each other in the images being compared (Fig. 3). For more detailed information on round-trip consistency procedure, the reader is referred to our previous work [21].

2.2.1.3. Definition of the EBHD metric. Let the images \( A = \{a_1, \ldots, a_m\} \) and \( B = \{b_1, \ldots, b_n\} \) indicate finite edge sets, with each element of the set as a Canny edge [23] (Fig. 2). The HD is the maximum directed distance computed using the edge sets as demonstrated in Eq. (1). The procedure for computing the directed distance between edge sets is different from the point-based directed Euclidean distance, as illustrated in Eqs. (2)–(4) [21].

\[
H(A, B) = \max(h(A, B), h(B, A))
\]

(1)
Let edges $\mathbf{a}$ and $\mathbf{b}$ belong to edge sets $\mathbf{A}$ and $\mathbf{B}$ respectively. The point sets $\mathbf{a} = \{a_1, ..., a_m\}$ and $\mathbf{b} = \{b_1, ..., b_n\}$ contain the points that form these edges. These point sets are made consistent with respect to each other preceding the computation of the EBHD metric using the round-trip consistency procedure explained above. Therefore, only the consistent subsets of edges $\mathbf{a}$ and $\mathbf{b}$ are used to compute the edge-based directed distance. Let the consistent point sub-sets be denoted by $\mathbf{a} = \{a_1', ..., a_m'\}$, $\tilde{m} \leq m$, and $\mathbf{b} = \{b_1', ..., b_n'\}$, $\tilde{n} \leq n$. The edge-based directed distance is determined using the point-based HD metric between the consistent point subsets $\mathbf{a}$ and $\mathbf{b}$ (Eqs. (3) and (4)):

$$h'(\mathbf{a}, \mathbf{b}) = \max \left( h'(\mathbf{a}, \mathbf{b}), h'(\mathbf{b}, \mathbf{a}) \right)$$

2.2.1.4. Application to three dimensional (3D) MR images. In this study two dimensional (2D) image sequences were created in the axial and coronal planes (mutually perpendicular planes) from each of the 3D MR images using 3D Slicer (www.slicer.org) [24].

Our EBHD metric is used to evaluate the registration accuracy by comparing each warped pre-operative 2D image with the corresponding intra-operative image.

The original resolution of the images is $0.85 \text{ mm} \times 0.85 \text{ mm} \times 2.5 \text{ mm}$. The pre-operative and intra-operative images were resampled to a resolution of $0.5 \text{ mm} \times 0.5 \text{ mm} \times 2.5 \text{ mm}$ in order to enhance the precision in locating the edges in each 2D (axial/ coronal) image. We coded our evaluation algorithm in Matlab environment (www.mathworks.com). Subsequently, the built-in Canny edge detector in Matlab using default lower and upper bounds, as well as Gaussian smoothing parameter of 4, is used for 2D Canny edge detection (Fig. 2). The EBHD metric is used to compute the alignment error between each 2D image pair in the region of interest (craniotomy area). The results of all image pairs are combined together for the percentile-EBHD metric analysis in each plane. The n percentile-EBHD metric is defined as the value that is higher than n% of the total number of directed distances belonging to edges of either image. The EBHD metric is computed for full percentile range (0–100).

The round-trip consistency procedure ensures that most edges used for EBHD computation have a corresponding edge in the other image. Nevertheless, some pairs of edges do not represent the same anatomical feature in the two images, and thus lack correspondence (Fig. 3). The presence of such pairs of edges (outliers) leads to unusually large values of the EBHD, which are not representative of the actual registration accuracy. In order to eliminate such outliers, the registration accuracy analysis involves the computation of percentile-EBHD metric values in conjunction with visualisation of overlay of edges for 2D images containing potential outliers [21] (Fig. 4). The n-percentile EBHD metric is defined as the value that is greater than n% of the total number of directed distances belonging to edges of either image.

2.2.2. Robust Hausdorff Distance evaluation procedure

This evaluation method is based on the RHD metric defined by Fedorov et al. and contains a number of robust modifications to the conventional point-based HD metric [8]. Here, rather than Canny edges, we used the boundaries (contours) of the corresponding segmented anatomical regions as features whose alignment is to be compared. Automatic atlas-based segmentation was employed to determine these contours [25]. The Maximum A Posteriori (MAP) formulation of the Simultaneous truth and performance level estimation (STAPLE) algorithm, referred to as MAP STAPLE [26] was used for segmentation. This is one of the leading segmentation algorithms and we are not aware of an algorithm that could detect grey matter boundaries more accurately. This approach is beneficial because the ordinary edge detection methods such as Canny edge detection may fail to extract the relevant boundaries (contours) for low contrast and low resolution intra-operative images (Fig. 5). Therefore, we extract the boundaries of different tissue types, i.e., grey/white matter, from the tissue segmentation of the images [25–27], and compare corresponding boundaries using the RHD measure (Fig. 5) [8]. Some boundaries extracted using Canny edge detector are partially detected, which disrupts the edges, or are incorrectly connected to each other, which are falsely considered as one boundary (Fig. 5a). Furthermore, if there are skull or cerebrospinal fluid residues remaining after the brain extraction, the boundaries of the remaining residues are incorrectly detected as the brain tissue boundaries (Fig. 5a).

While the robust modifications to the standard HD metric reduce the number of outliers, they do not entirely prevent them...
A typical example of outliers occurring in this evaluation process is presented in Fig. 6. This proposed approach also provides local estimates and visual assessment of the registration error (Fig. 7). In order to compare the results of contour-based RHD metric to those of our edge-based HD metric, we compute the alignment errors for full percentile range (0–100) from the RHD error estimate maps.

The RHD metric between images $A$ and $B$ depends on the definition of greyscale local HD ($GH_{\text{loc}}(x)$), defined as follows [8]:

$$
\forall x \in R^2 : GH_{\text{loc}}(x) = | 1_{A(x)} - 1_{B(x)} | \times \max \left( \frac{d(x, A)}{d(x, A) + d(x, B)} , \frac{d(x, B)}{d(x, A) + d(x, B)} \right)
$$

The RHD is calculated as the average of the ordered values of $GH_{\text{loc}}(x)$ in the fixed size window centred at point/pixel $x$, after discarding top 20% of the distance values within this window (trimmed mean value), $1_{A(x)}$ is a function that has value of 1 if $A(x)$ is non-zero, and 0 otherwise; $d(a, B) = \min_{b \in B} ||a - b||$ for pixels/points $a \in A$ and $b \in B$.

### 2.2.3. Intensity-based similarity metrics

Measures of image similarity such as MI, NMI, ECC, KLD and CR that inspect the intensity probability distribution of the images are...
widely used as surrogates for evaluating image registration accuracy [7,28–32]. MI, NMI, ECC and KLD minimise various definitions of joint entropy between the registered images [28,29,31,32]; while CR measures the degree to which one image is a single-valued function of the other [30]. None of these measures provide the alignment error in terms of physical distance (in mm) and serve only as a qualitative indicator of registration accuracy. The unreliability of such measures was discussed in a recent study [7].

2.3. Measurement of image misalignment using HD-based methods

2.3.1. Verification of our EBHD metric and the RHD metric using simple artificial images

2.3.1.1. 2D verification. The first step in the verification of our edge-based evaluation algorithm was the creation of a simple artificial brain-like 2D image (Fig. 8). A new image was generated by rigidly translating this artificial image by 5 pixels along the
x-axis. Subsequently, the percentile-EBHD and percentile-RHD metric values were computed by comparing the translated image with the original image, in order to test whether these methods can recover such alignment errors.

2.3.1.2. 3D verification. Similar to that of 2D verification process, an artificial image of an ellipsoid with dimensions 100 mm × 150 mm × 100 mm (200 pixels × 300 pixels × 200 pixels) was generated. A new image was created by rigidly displacing this ellipsoid by 5 mm along X, Y and Z axes. Subsequently, the percentile-EBHD and percentile-RHD metric values were computed in axial and coronal planes by comparing the displaced image with the original image, in order to test whether these methods can recover such alignment errors.

2.3.2. Verification of the similarity metrics using real brain MR images and known deformation fields

In one of our recent studies, patient-specific biomechanical models were used to compute the deformation fields used to warp the pre-operative images onto their intra-operative configurations [20]. Pre-operative image from each of these five real neurosurgery cases is warped with three distinct known (non-rigid) 3D deformation fields using algorithms developed by our group previously [4,33]. These deformation fields for each case are obtained by scaling known deformation fields by factors 0.25, 1.0 and 1.75. The EBHD metric, RHD metric, MI, NMI, ECC, KLD and CR are then used to assess the difference between the warped pre-operative images and the original pre-operative image, and subsequently these results are compared.

3. Results

3.1. 2D verification results for our EBHD metric and the RHD metric using a simple brain-like object image

The EBHD metric values at higher percentiles (65–100) were found to be equal to the actual alignment error, that is, 5 pixels (equivalent distance is 2.5 mm, as the image resolution is 0.5 mm)
Similarly, the RHD metric values between 78 and 100 percentiles are equal to the actual alignment error. A repetition of this procedure using a 5 pixel translation along the y-axis, led to a similar result, demonstrating that these methods can recover alignment errors associated with rigid translation in the plane of the image.

3.2. 3D verification results for our EBHD metric and the RHD metric using an ellipsoid image

The EBHD metric values at higher percentiles (90–100) in axial and coronal planes were found to be close to the actual (planar) alignment error in either planes, that is, 7 mm (Figs. 10 and 11). Whereas, the RHD metric values between 95 and 100 percentiles are close to 8 mm for the axial and coronal planes respectively, implying that actual alignment errors were recovered, along with a few outliers (Figs. 10 and 11). The results demonstrate that these evaluation methods can accurately recover at least a large fraction of alignments errors associated with rigid translation in 3D.

3.3. Verification results for HD-based evaluation metrics using real images

The percentile-EBHD metric and percentile-RHD metric plots associated with various imposed deformation fields are presented for the five cases of real brain MR images in Figs. 12 and 13 for axial and coronal planes respectively. It can be observed that the EBHD and RHD metric values at higher percentiles (70–100), generally increase (with the exception of outliers) with an increase in the value of the maximum 3D deformation (alignment error). This shows that a good correlation exists between the percentile-EBHD/percentile-RHD metric and the maximum deformation (alignment error), and therefore the percentile-EBHD/percentile-RHD metric (at high percentiles) can be utilised as an indicator of the degree of misalignment. The coefficient of determination ($R^2$) values for the plot of 90-percentile EBHD metric in axial plane against 90-percentile deformation are 0.95, 0.91, 0.99, 0.89 and 0.98 for Cases 1, 2, 3, 4 and 5 respectively. The coefficient of determination ($R^2$) values for the plot of 90-percentile EBHD metric in coronal plane against 90-percentile deformation are 0.97, 1.0, 0.89, 0.96 and 1.0 for Cases 1, 2, 3, 4 and 5 respectively. The coefficient of determination ($R^2$) values for the plot of 90-percentile RHD metric in axial plane against 90-percentile deformation are 0.97, 0.96, 0.81, 0.92 and 0.81 for Cases 1, 2, 3, 4 and 5 respectively. The coefficient of determination ($R^2$) values for the plot of 90-percentile RHD metric in coronal plane against 90-percentile deformation are 0.98, 0.96, 0.92, 0.92 and 0.92 for Cases 1, 2, 3, 4 and 5 respectively.

However, in general, both the percentile-EBHD metric and the percentile-RHD metric values deviate from the applied maximum deformation values (alignment errors), as their definitions do not include point-to-point correspondence [8,21]. Furthermore, it can be observed that the percentile-EBHD and percentile-RHD curves in the either axial or coronal planes are more sensitive to increase in maximum alignment error in a particular plane in case a larger component of the alignment error is concentrated in that plane (Figs. 12 and 13). For example, it is apparent that Case 4 has larger alignment error in the coronal plane than axial plane (Figs. 12 and 13). Additionally, we presented overlaid Canny edges corresponding to EBHD/RHD metric plots for Case 1 (Fig. 14). The deformation field ranges for Cases 1–5 in the craniotomy region were presented in Fig. 15.

3.4. Verification results for intensity-based evaluation metrics using real brain images

From the intensity-based similarity metric results for real images, it can be observed that all the similarity metrics such as
MI, NMI, ECC and CR increase with decrease in the alignment error (Table 1). The contrary trend is observed in KLD as it is measure of dissimilarity between images, different from other intensity-based similarity metrics (Table 1). In addition, none of the intensity-based metrics provide an estimate of alignment error in terms of physical distance (mm). Furthermore, the intensity-based similarity metrics do not correlate well with alignment errors, in comparison to HD-based measures. In fact, the similarity metric values such as MI, NMI, ECC and KLD only serve as a relative qualitative indicator of alignment error, as their absolute value does not give an indication of alignment error. However, the absolute value of CR serves as a qualitative indicator of alignment error, though it is not possible to get an approximate indication of alignment error from its value. The CR values close to 1 indicate lower alignment errors, and values closer to 0 (lower than 0.5) indicate large values of alignment error. The values of other similarity metrics such as MI, NMI, ECC and KLD can be very different for same alignment errors depending on the intensity ranges of the images being compared (Table 1).

4. Discussion

The aim of this paper is to highlight the need for an objective measure of misalignment in registered neuroimages and suggest ways in which it can be constructed. In Section 3, we demonstrated using simple brain-like object images that our EBHD evaluation metric and the RHD metric can at least recover large component of alignment errors associated with rigid translation. Subsequently, we confirmed that the HD-based evaluation metrics correlate well with (non-rigid) alignment errors. However, neither of these methods can completely avoid outliers. It is also important to note that all HD-based evaluation methods suffer from the limitation of underestimation of alignment error, as the registration error can only be

Fig. 13. Percentile-EBHD and percentile-RHD metric plots corresponding to coronal plane, for five real brain MR images.
measured in the direction perpendicular to the edge, which leads to uncertainty of the error estimate tangential to the edge [7]. In order for HD-based evaluation metrics to recover all components of alignment error, we must be able to compute the point-to-point correspondence between the dense set of features being compared [8,21]. This is a challenging problem, and has not been addressed satisfactorily by the medical image processing community yet. Moreover, our methods evaluate edges within slices across the entire volume and in perpendicular cross-sections, rather than in three dimensions. Unfortunately it is currently not possible to reliably identify 3D edges in an MRI volume. Perhaps this imperfection of the methods considered here is another reason why they underestimate the alignment error – they never fully capture the displacements normal to the slices considered. This problem can be partly addressed by combining results obtained in perpendicular planes.

Additionally, it is important to note that a comparison of the EBHD and the RHD metrics was facilitated by the presentation of the alignment error results using percentile-HD curves. One of the key advantages of this form of reporting alignment error results is...
that it provides a full range of alignment errors, enabling more detailed comparison between results obtained using different approaches. Furthermore, the percentile-HD curves enable us to estimate the percentage of edges (or points) that have been successfully registered by depicting the percentile at which the alignment errors are lower than the acceptable alignment error, that is, 2 pixels (1.7 mm in this study). For example, if the alignment errors below the 80th percentile are lower than the acceptable alignment error, then the estimate of the percentage of edges that have been successfully registered is 80%.

It was also demonstrated in the results section that the intensity-based evaluation (surrogate) metrics such as MI, NMI, ECC, KLD and CR are not very useful for evaluating image registration accuracy when the primary concern is the magnitude of misalignment of anatomical structures. This is because they neither provide the registration error estimate in terms of physical distance (mm) nor do they correlate well with actual alignment errors. It is important to distinguish between image similarity measures, which are used by registration optimisation process, and the Euclidean/physical distance measures, which are necessary for registration evaluation in the context of intra-operative registration. It could be argued that these findings are well-known and obvious. However, there are several studies in the literature that continue to use image similarity measures as evaluation metrics even though it is now known that they are not reliable for such purpose. A recent study by Rohlfing illustrated the unreliability of several intensity-based similarity metrics using a different approach, and recommended the use of distance-based metrics instead [7]. That study illustrated that the intensity-based similarity metrics indicate relatively good quality registration of images, despite of the images being registered by an obviously poor quality registration tool [7]. Additionally, it was suggested that the evaluation metric should use a dense set of landmarks corresponding to anatomical structures in the region of interest [7].

While fully comprehending the enormity of the task at hand we suggest here the qualities of a yet to be developed ideal evaluation method for measuring neuroimage registration accuracy:

1. The method’s output should be in terms of distance, i.e., in mm.
2. It should rely on a dense set of features.
3. It should be automatic and fast, enabling evaluation of large amounts of image data.
4. It should be objective, i.e., not depend on manual segmentation or manual landmark definition and subjective selection of tuneable algorithmic parameters.
5. It should be able to compute the actual error, i.e., include point-to-point correspondence between the features being compared.

### Table 1

<table>
<thead>
<tr>
<th>Maximum deformation (mm)</th>
<th>MI</th>
<th>NMI</th>
<th>ECC</th>
<th>KLD</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>1.22</td>
<td>1.82</td>
<td>0.90</td>
<td>0.76</td>
<td>0.997</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.68</td>
<td>1.82</td>
<td>0.90</td>
<td>0.53</td>
<td>0.996</td>
</tr>
<tr>
<td>Case 3</td>
<td>1.28</td>
<td>1.82</td>
<td>0.90</td>
<td>0.53</td>
<td>0.999</td>
</tr>
<tr>
<td>Case 4</td>
<td>1.68</td>
<td>1.83</td>
<td>0.91</td>
<td>1.03</td>
<td>0.999</td>
</tr>
<tr>
<td>Case 5</td>
<td>1.48</td>
<td>1.91</td>
<td>0.95</td>
<td>0.80</td>
<td>0.999</td>
</tr>
</tbody>
</table>

### 5. Conclusions

Our EBHD metric and the RHD metric possess the first four qualities from the aforementioned list. Although our EBHD and the RHD metrics perform similarly in terms of alignment error recovery (Figs. 12 and 13), the EBHD metric is easier to use as it is based on features extracted using the user-friendly and widely available Canny edge detector, and does not entail specialist knowledge required to segment images. There is no evaluation method that possess the fifth quality yet. Perhaps, future studies could focus on developing evaluation methods that incorporate all the aforementioned five qualities.
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