Total Lagrangian explicit dynamics finite element algorithm for computing soft tissue deformation
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SUMMARY

We propose an efficient numerical algorithm for computing deformations of ‘very’ soft tissues (such as the brain, liver, kidney etc.), with applications to real-time surgical simulation. The algorithm is based on the finite element method using the total Lagrangian formulation, where stresses and strains are measured with respect to the original configuration. This choice allows for pre-computing of most spatial derivatives before the commencement of the time-stepping procedure.

We used explicit time integration that eliminated the need for iterative equation solving during the time-stepping procedure. The algorithm is capable of handling both geometric and material non-linearities. The total Lagrangian explicit dynamics (TLED) algorithm using eight-noded hexahedral under-integrated elements requires approximately 35% fewer floating-point operations per element, per time step than the updated Lagrangian explicit algorithm using the same elements.

Stability analysis of the algorithm suggests that due to much lower stiffness of very soft tissues than that of typical engineering materials, integration time steps a few orders of magnitude larger than what is typically used in engineering simulations are possible.

Numerical examples confirm the accuracy and efficiency of the proposed TLED algorithm. Copyright © 2006 John Wiley & Sons, Ltd.

1. INTRODUCTION

There is wide international concern about the cost of meeting rising expectations for health care, particularly if large numbers of people require currently expensive procedures such as brain surgery.
Costs can be reduced by using improved machinery to help surgeons perform these procedures quickly and accurately, with minimal side effects. A novel partnership between surgeons and machines, made possible by advances in computing and engineering technology, could overcome many of the limitations of traditional surgery. By extending the surgeons’ ability to plan and carry out surgical interventions more accurately and with less trauma, computer-integrated surgery (CIS) systems could help to improve clinical outcomes and the efficiency of health care delivery. CIS systems could have a similar impact on surgery to that long since realized in computer-integrated manufacturing (CIM).

Mathematical modelling and computer simulation have proved tremendously successful in engineering. Computational mechanics has enabled technological developments in virtually every area of our lives. One of the greatest challenges for mechanists is to extend the success of computational mechanics to fields outside traditional engineering, in particular to biology, biomedical sciences, and medicine [1].

The goal of surgical simulation research is to model and simulate deformable materials for applications requiring real-time interaction. Medical applications for this include simulation-based training, skills assessment and operation planning. A surgical simulator must predict the deformation field within the organ, so that it can be displayed to the user, and the internal forces (stresses), so that reaction forces acting on surgical tools can be computed and conveyed to the user through haptic feedback.

For computational efficiency reasons most researchers in the surgical simulation community use mathematical models based on linear elasticity that allow pre-computation of solutions (Green’s functions). These models are incapable of providing realistic predictions of finite deformations of the tissue, because the deformations are assumed to be infinitesimal. Linearity of the material response is also assumed. Consequently, in such models the principle of superposition holds. However, years of experience accumulated by researchers working on the theory of elasticity and the finite element method have shown that the principle of superposition cannot be used for systems undergoing large deformations. In the 1970s, when non-linear finite element procedures were under development, many examples of inadequacy of linear theory were published, see e.g. References [2–4].

Zhuang [5], was probably the first to use updated Lagrangian explicit dynamics for real-time deformable object simulation. Picinbono et al. [6] used a similar algorithm, however their implementation of non-linear materials and viscoelasticity was, in our opinion, inferior to what is available within commercial packages, such as LS Dyna [7]. Papers [5, 6] used meshes built of linear tetrahedra, however they did not discuss problems related to volumetric locking. Also Szekely et al. [8] used explicit dynamics algorithms. Unfortunately, the details of their methods are not given in the publication.

The efficient finite element algorithm, accounting for both geometric and material non-linearities, that alleviates the problems mentioned above, is presented in the next section. In Section 3, we present three computational examples. Section 4 contains discussion and conclusions.

2. METHODS

2.1. Total Lagrangian formulation of the finite element method

Various spatial discretization schemes are possible while using the finite element method [9]. The great majority (if not all) of commercial finite element programs use the updated Lagrangian
formulation, where all variables are referred to the current (i.e. from the end of the previous
\[\text{time step})\] configuration of the system (Ansys [10], ABAQUS [11], ADINA [12], LS Dyna [13]).
Therefore, Cauchy stress and Almansi (or logarithmic) strain are used. The advantage of this
\[\text{approach}\] is the simplicity of incremental strain description. The disadvantage is that all derivatives
\[\text{with respect}\] to spatial co-ordinates must be recomputed in each time step, because the reference
\[\text{configuration}\] is changing. The reason for this choice is historical—at the time of solver development
\[\text{the memory was expensive}\] and caused more problems than actual speed of computations.

The first key idea in the finite element algorithm development is to use the total Lagrangian
\[\text{formulation}\] of the finite element method, where all variables are referred to the original config-
\[\text{uration}\] of the system. Second Piola–Kirchoff stress and Green strain are used. The disadvantage
\[\text{of this approach}\] is the complicated description of finite strains resulting from the so-called initial
\[\text{displacement effect}\]. However, the decisive advantage is that all derivatives with respect to spatial
\[\text{co-ordinates}\] are calculated with respect to the original configuration and therefore can be pre-
\[\text{computed}\]. Also, as rotation-invariant second Piola–Kirchoff stress is used, the necessity to rotate
\[\text{(Cauchy) incremental stresses before addition, present in updated Lagrangian formulation, is elimi-
\[\text{nated}\]. Therefore, the proposed algorithm performs significantly fewer mathematical operations in
each time step.}

### 2.2. Explicit time integration of discretized equations of motion

The present study focuses on computing the deformation field and internal forces (stresses) within
\[\text{a soft organ during surgical procedure}\]. This requires application of an efficient numerical scheme
when integrating equations of equilibrium (or dynamics) in time domain. Such integration can be
done using either implicit or explicit methods [14–16]. In implicit methods, the equations
\[\text{of dynamics are combined with the time integration operator, and the displacements are found}
\[\text{directly}\]. In explicit methods, on the other hand, at first the accelerations are determined from the
\[\text{equations of dynamics and then integrated to obtain the displacements}\].

The most commonly used implicit integration methods, such as the Newmarks’ constant accel-
\[\text{eration method, are unconditionally stable}\] [9]. This implies that their time step is limited only by
\[\text{the convergence/accuracy considerations}\]. However, the implicit methods require solution of a set
\[\text{of non-linear algebraic equations at each time step}\]. Furthermore, iterations need to be performed
\[\text{for each time step of implicit integration to control the error and prevent divergence}\]. Therefore,
\[\text{the number of numerical operations per each time step can be three orders of magnitude larger}
\[\text{than for explicit integration}\] [14]. Thus, ‘the advantage of implicit method for three-dimensional
\[\text{(transient) problems becomes marginal’}\] [9].

On the other hand, in explicit methods, such as the central difference method, treatment of non-
\[\text{linearities is very straightforward and no iterations are required}\]. The global system of discretized
\[\text{equations of motion to be solved at each time step is}
\[\text{M}\ddot{\mathbf{u}}_n + \mathbf{K}(\mathbf{u}_n) \cdot \mathbf{u}_n = \mathbf{R}_n\] (1)

\[\text{where } \mathbf{u} \text{ is a vector of nodal displacements, } \mathbf{M} \text{ is a mass matrix, } \mathbf{K} \text{ is a stiffness matrix non-linearly}
\[\text{dependent on the deformation (because geometrically non-linear procedure, suitable for computing}
\[\text{large deformations, is used)}, \text{and } \mathbf{R} \text{ is a vector of nodal (active) forces.}

Using the central difference integration scheme we obtain:
\[\mathbf{u}_{n+1} = \mathbf{u}_n + \Delta t_{n+1} \Delta t_{n+1}^2 \mathbf{u}_n + 1/2\Delta t_{n+1}^2 \mathbf{u}_n (2)\]
\[ \dot{u}_{n+1} = \dot{u}_n + 1/2\Delta t_{n+1}(\ddot{u}_{n+1} + \ddot{u}_n) \]

\[ \mathbf{K}_n \cdot \mathbf{u}_n = \sum_i \mathbf{F}^{(i)}_n = \sum_i \int_{V(i)} \mathbf{B}_n^T \mathbf{\tilde{S}}_n \, dV \]

and

\[
\left( \frac{1}{\Delta t^2} \mathbf{M} \right) \mathbf{u}_{n+1} = \mathbf{R}_n - \sum_i \mathbf{F}^{(i)}_n - \frac{1}{\Delta t^2} \mathbf{M}(\mathbf{u}_{n-1} - 2\mathbf{u}_n)
\]

where \( \mathbf{B}_n^T \) is the strain–displacement matrix at step \( n \) and \( V^{(i)} \) is the \( i \)th element volume.

The non-linear properties of the tissue are accounted for in the constitutive model (see e.g. References [17–21] for the brain, References [22–24] for liver and kidney) and included in the calculation of nodal reaction forces \( \mathbf{F} \). We used lumped (diagonalized) mass matrix \( \mathbf{M} \) that multiplies the unknown \( u_{n+1} \). This rendered Equation (5) an explicit formula for the unknown \( u_{n+1} \). Equations (4) and (5) imply that computations are done at the element level eliminating the need for assembling the stiffness matrix \( \mathbf{K} \) of the entire model. Thus, computational cost of each time step and internal memory requirements are substantially smaller for explicit than implicit integration. It is worth noting that there is no need for iterations anywhere in the algorithm. This feature makes the proposed algorithm suitable for real-time applications.

However, the explicit methods are only conditionally stable. Normally a severe restriction on the time step size has to be included in order to receive satisfactory simulation results. For example, in car crash simulations conducted with explicit solvers the time step is usually in the order of magnitude of microseconds or even tenths of microseconds [25, 26].

The critical time step is equal to the smallest characteristic length \( L_e \) of an element in the mesh divided by the dilatational wave speed \( c \) [7, 14, 27]:

\[ \Delta t \leq \frac{L_e}{c} \]

For the eight-noded hexahedral element, the characteristic length is

\[ L_e = \frac{V}{A_{\text{max}}} \]

where \( A_{\text{max}} \) is the area of the element’s largest face and \( V \) is the element’s volume.

Stiffness of very soft tissue is very low [19]: e.g. stiffness of the brain is about eight orders of magnitude lower than that of steel. Since the maximum time step allowed for stability is (roughly speaking) inversely proportional to the square root of Young’s modulus divided by the mass density, it is possible to conduct simulations of brain deformation with much longer time steps than in typical dynamic simulations in engineering.

2.3. Description of TLED finite element algorithm

Pre-computation stage:

1. Load mesh and boundary conditions.
2. For each element compute the determinant of the Jacobian \( \text{det}(\mathbf{J}) \), spatial derivatives of shape functions \( \partial \mathbf{h} \) and linear (constant) strain–displacement matrices, \( \mathbf{B}_{L,0} \) (notation of Reference [15] is used, where the left superscript represents the current time and the left subscript represents the time of the reference configuration—0 when total Lagrangian formulation is used).
3. Compute and diagonalize (constant) mass matrix \( 0\mathbf{M} \).
Initialization:
1. Initialize nodal displacement $^0u = 0$, $-\Delta t u = 0$, apply load for the first time step: forces or/and prescribed displacements: $^\Delta t R_i^{(k)} \leftarrow R^{(k)} (\Delta t)$ or/and $^\Delta t u_i^{(k)} \leftarrow d(\Delta t)$.

Time stepping:

Loop over elements:
1. Take element nodal displacements from the previous time step.
2. Compute deformation gradient $^t_0X$.
3. Calculate full strain–displacement matrix:
   \[
   ^t_0B_L^{(k)} = ^t_0B_L^{(0)} _0X^T
   \]  
   (8)
   This matrix accounts for initial displacement effect.
4. Compute second Piola–Kirchoff stress (vector) $^t_0\tilde{S}$ at integration points.
5. Compute element nodal reaction forces
   \[
   ^t_\hat{F}^{(m)} = \int _0^V ^t_0B_L^T ^t_0\tilde{S} d^0V
   \]  
   (9)
   using Gaussian quadrature.

Making a (time) step:
1. Obtain net nodal reaction forces at time $t$, $^tF$.
2. Explicitly compute displacements using central difference formula
   \[
   ^{t+\Delta t}u_i^{(k)} = \frac{\Delta t^2}{M_k} (^t_\hat{R}_i - ^t_0F_i^{(k)}) + 2^t_0u_i^{(k)} - ^{t-\Delta t}u_i^{(k)}
   \]  
   (10)
   where $M_k$ is a diagonal entry in $k$th row of the diagonalized mass matrix, $R_i$ is an external nodal force, and $\Delta t$ is the time step.
3. Apply load for the next step: $^{t+\Delta t}R_i^{(k)} \leftarrow R^{(k)} (t + \Delta t)$ or/and $^{t+\Delta t}u_i^{(k)} \leftarrow d(t + \Delta t)$.

As can be seen, there is no need for solution of coupled equations anywhere in the algorithm. Computationally most expensive parts of the algorithm are the evaluation of the full strain–displacement matrix (Point 3 of the loop over elements) and of second Piola–Kirchoff stresses (Point 4 of the loop over elements). These computations must be conducted at every integration point. That is why to achieve high computational efficiency under-integrated elements should be used. For 3D problems the most efficient elements are eight-noded hexahedra with a single integration point (for an excellent description of the implementation of this element see LS Dyna Manual [7]). For this element the integral (9) can be simply evaluated as
\[
^t_\hat{F}^{(m)} = 8^t_0B_L^T ^t_0\tilde{S} \det(^0J)
\]  
(11)
As, for stability reasons, rather small time steps are used, the strain–displacement matrix does not change much during a few time steps. Our experience shows that it is sufficient to update it every about 10 time steps. This leads to substantial computational efficiency improvement. Accurate evaluation of stresses at integration points is essential for precise prediction of internal forces within the organ and computation of reaction forces acting on surgical tools. Therefore, appropriate constitutive models need to be applied. In case of hyperelastic models the second
Piola–Kirchoff stress can be evaluated as a derivative of the energy function with respect to Green strain. When hyper-viscoelastic models, such as the Ogden-based one developed for that brain in Reference [19], are selected, an efficient recursive scheme should be implemented. The implementation method is explained in detail in Reference [28].

3. RESULTS

3.1. Stability analysis

Stability analysis of explicit integration schemes is very well developed for sets of linear differential equations [29]. Most of the results are approximately valid for non-linear analysis as well. Nevertheless, we have conducted numerical experiments to ascertain the stability limits of the proposed algorithm.

We used 10 cm side cube meshed by 1000 eight-noded, single-integration-point hexahedra for the test problem, as it makes defining boundary conditions and generating hexahedral meshes simple and has similar dimensions to the human brain. No hourglass control was used. The cube is deformed by constraining one face, whilst the opposite face is displaced. The boundary conditions are: constrained face: \( \Delta x = \Delta y = \Delta z = 0 \); displaced face: \( \Delta x = \Delta z = 0, \Delta y = d(t) \) (Figure 1). Mass density of 1000 kg/m\(^3\) and Neo-Hookean material model with Young’s modulus in undeformed state equal to 3000 Pa and Poisson’s ratio 0.49, which is approximately representative for the human brain, were used. The speed of sound in the bulk material is, therefore, approximately 7 m/s. For a mesh with 10 cubic elements per side, the critical time step, as predicted by a linear theory [29] is

\[
\Delta t_{\text{crit}} = \frac{L}{c} \approx 0.0013 \text{ s}
\]

To obtain experimental verification of this prediction we computed the displacement of all nodes with varying time steps. Above the critical time step the displacement increased dramatically as the algorithm lost stability, Figure 2. Figure 3 shows the axial force during axial elongation of the cube computed with the time step size very close to the critical time step. Oscillations in the force can be seen as the algorithm becomes unstable.

Figure 1. Constrained elongation of a cube.
Figure 2. Logarithm of net nodal displacement with time step for 10 elements per side mesh.

Figure 3. Force versus time showing the onset of oscillations due to time step nearing the critical time step.

Therefore, it should be ensured that the time step does not exceed the critical time step predicted by the linear theory.

3.2. Numerical examples

In all numerical examples hexahedral meshes with and without hourglass control were used. The hourglass control algorithm uses artificial stiffness to treat the zero energy modes of the
under-integrated hexahedral elements, as described in Reference [30]. Results obtained with the proposed algorithm programmed in C [31] were compared to the ones obtained with ABAQUS Standard Version 6.5-1 finite element analysis package [11].

The computed deformed shape of the object was compared with the one obtained using ABAQUS Static. The computed time evolution of the reaction force in one node was compared with the one
obtained using ABAQUS Dynamic/Implicit. In both cases default parameters of the ABAQUS solver were used. A Neo-Hookean material model with Young’s modulus in undeformed state equal to 3000 Pa, Poisson’s ratio 0.49 and mass density of 1000 kg/m$^3$ was considered in all cases. A fully integrated eight-noded linear brick, hybrid, constant pressure element was used in ABAQUS. The maximum displacement was 0.02 m in all cases and was applied using a loading curve given by

$$d(t) = (10 - 15t + 6t^2)t^3$$ (12)

where $t$ is the relative time (varying from 0 to 1).

3.2.1. Extension and compression of a cylinder. The cylinder is deformed by constraining one face, whilst the opposite face is displaced. The boundary conditions are: constrained face: $\Delta x = \Delta y = \Delta z = 0$; displaced face: $\Delta x = \Delta y = 0$, $\Delta z = d(t)$. The displacements are presented for a line of nodes found at the intersection of the plane $y = 0$ with the lateral surface of the cylinder. The reaction forces are presented for the node found in the middle of the displaced face, Figure 4. The results obtained with the proposed total Lagrangian explicit dynamics algorithm (TLED) are essentially the same as those obtained with ABAQUS indicating the appropriateness of the developed methods. It is also clear that hourglass control is necessary to maintain the accuracy. Therefore, in the remaining examples hourglass control was used.

3.2.2. Simple shear of a cube. The cube is deformed by constraining one face, whilst the opposite face is displaced. The boundary conditions are: constrained face: $\Delta x = \Delta y = \Delta z = 0$; displaced face: $\Delta y = \Delta z = 0$, $\Delta x = d(t)$. The displacements are presented for a line of nodes found at the intersection of the plane $y = 0.05$ with the lateral surface of the cube. They agree well with those computed with ABAQUS Static. The reaction forces are presented for the node found in the middle of the displaced face, Figure 5.

3.2.3. Indentation of an ellipsoid. The ellipsoid is deformed by constraining the lower half, whilst four nodes are displaced in the $z$-direction. This is a rough approximation of indentation of the brain [32]. The boundary conditions are: constrained nodes: $\Delta x = \Delta y = \Delta z = 0$; displaced nodes: $\Delta x = \Delta y = 0$, $\Delta z = d(t)$. The displacements are presented for a line of nodes found at the intersection of the plane $y = 0$ with the surface of the ellipsoid. The reaction forces are presented for one of the displaced nodes, Figure 6.

3.2.4. Influence of strain–displacement matrix update frequency. The strain–displacement matrix was updated at different number of time-step intervals for the ellipsoid indentation experiment and the obtained displacements, reaction forces and average time step were compared. The average time step was obtained by dividing the total computation time by the number of steps (1000 in this case). The hourglass control algorithm takes about 5.9 ms each step (using a standard 3.2 GHz Pentium 4 computer). The nodal displacements are presented for the node marked with a cross in the middle line displacements (Figure 7). The reaction forces are presented for one of the displaced nodes.

From these results it can be seen that the strain–displacement matrix can be updated at time step intervals greater that 10, but the improvement in computation time for a greater update interval is minimal and the accuracy of the results starts to decrease (Table I).

Detailed comparison of floating point operation count per element, per time step shows that in time steps when the strain–displacement matrix is updated the number of floating point operations per element for our algorithm is 53 lower than in the explicit dynamics algorithm using updated Lagrangian formulation (as described in Reference \[15\]). In time steps when the strain–displacement matrix is not updated there are 773 fewer operations. As the strain–displacement matrix needs to be updated every about 10 time steps significant computational savings are evident. The average (over 10 time steps) number of floating-point operations per time step is approximately 35% lower in the proposed algorithm as compared to the one based on updated Lagrangian formulation.

4. DISCUSSION AND CONCLUSIONS

We presented an efficient algorithm based on the total Lagrangian formulation of the finite element method combined with explicit time integration. The TLED algorithm is capable of handling geometric and material non-linearities.
Figure 6. Indentation of an ellipsoid.

The algorithm’s accuracy for large strain non-linear elastic behaviour was validated using a reputable commercial software ABAQUS [11]. The average number of floating-point operations per element per time step is 35% lower than for the similar implementation of the algorithm based on updated Lagrangian formulation.

Our implementation of the algorithm allows the computation of a step for a 6000-element 6741-node hexahedral mesh in about 16 ms on a standard 3.2 GHz Pentium 4 system using Windows XP operating system. As our results indicate that time steps as large as of 0.001 s are indeed possible, the algorithm constitutes a step towards a real-time surgical simulation. Additional advantageous feature of the explicit dynamics algorithm is that the computations are conducted at the element level and therefore the algorithm can be easily parallelized.

In Reference [33] we used the mesh of about 15 000 hexahedra to compute the craniotomy-induced brain shift for application in image-guided surgery. Regardless of improvements in calculation speed proposed in this paper, real-time computations of meshes of such size will require much faster computational hardware.

A number of challenges must be met before CIS based on computational biomechanical models can become as widely used as CIM systems are now. As we deal with individual patients, methods to produce patient-specific models quickly and reliably must be improved. Substantial progress in
Figure 7. Influence of strain–displacement matrix update frequency.

automatic meshing methods is required. Implementation of algorithms for parallel computations on networks of processors, and harnessing the computational power of graphics processing units provide a challenge for coming years.
Table I. Influence of strain–displacement matrix update frequency on computation time.

<table>
<thead>
<tr>
<th>Update frequency (steps)</th>
<th>Average step time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22.6</td>
</tr>
<tr>
<td>5</td>
<td>16.5</td>
</tr>
<tr>
<td>10</td>
<td>15.7</td>
</tr>
<tr>
<td>20</td>
<td>15.4</td>
</tr>
</tbody>
</table>
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